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Abstract of the contribution: Discuss node’s IP address issues as part of KI #19
1 
Introduction

Key issue 19 focuses on issues resulting from load rebalancing and load migration in virtualized environments. 
So far, “UE signalling overhead” has been identified as an issue. 

However, as UEs may well be out of coverage or in Power Save Mode’s deep sleep state for days, solutions that do not impact the UE are needed. 
Indeed, solutions are needed that allow a data centre to be removed from service (or, handle the inadvertent destruction of a data centre) while the UE is in PSM’s deep sleep state.
2
Definitions

In the context of this paper, the definition of the following term is used (it is copied from someone else’s paper):

-
Stateless network function. A control plane network function which only holds subscriber and session state for a given session while performing transactions for that session. When a new transaction is triggered, the state information is fetched from a state database; once the transaction has been completed, the session state is written to the state database and purged in the network function. 

3
Stateless UE-EPC procedures?
It is assumed that (at least in RRC Idle state, and, in between NAS procedures; and potentially after each ‘transaction’ (e.g. PDN Connection Request from UE to MME and subsequent Connection Request from MME to SGW)) the MME can store the UE’s context (c.f. table in 15.7.2 in TS 23.401) in a reliable memory separate from the MME’s processing software. Also it is assumed that, using established data centre industry practices, this memory can then be suitably replicated and backed up to create geo-redundancy. 
Note: 
the above statement is independent of whether the interface (and data structure) between MME processor and MME database is to be standardised by 3GPP.

When the UE’s S1 interface connection is established, the MME identifies the UE from either its GUTI (at Attach/TAU) or by its S-TMSI (at Service Request). In a “monolithic” MME, the latter is locally unique. If we create a “distributed, virtualised MME”, the MME code (in the S-TMSI) plus TAI (inserted by the eNB) can be used to look up the GUMMEI and hence determine the GUTI. With the GUTI, a randomly selected “MME virtual machine” in a randomly selected data centre can retrieve the UE’s “MME context” from the geo-redundant database.
During an RRC connection, NAS messages from the UE are sent in S1-AP (TS 36.413) Uplink NAS Transport messages. These carry an MME allocated, 32 bit, MME UE S1AP ID as well as a 32 bit eNB UE S1AP ID, E-UTRAN Cell Global ID and TAI. Suitable MME procedures can allow the creation of an ID that is unique within the PLMN/world (e.g. imagine that the MME-processor sets its MME UE S1AP ID equal to the mobile’s M-TMSI and then couples this with the GUMMEI of the MME). Such a globally unique ID can be used to retrieve the UE’s context. Then different NAS procedures from the same UE on the same RRC connection could be handled by different, randomly selected MME virtual machines.

Hence at the UE NAS signalling layer (TS 24.301), the UE related EPC procedures appear to be largely stateless.

4
Stateless lower layer aspects on S1 interface?

Example: with data centres in the Centre, North and South of UK, MME processing load could be shared across all 3 sites and the UE context information could be backed up across all 3 sites. It is desirable that e.g. the Central data centre can be taken out of service without impacting UEs /interacting with UEs.

It is assumed that the 3 different data centres have different IP addresses.

It is also assumed that every eNB has a mapping table between MME codes (or GUMMEIs) and the IP address(es) of that MME-processor (or that MME’s processor’s data centre).

The S1-AP “S1-Setup” and “MME Configuration Update” procedures do not allow the MME to (re)configure the mapping of MME-Code to IP address. 

Hence when the “Central data centre” needs to be taken out of service, co-ordinated O&M actions are needed across all eNBs and the data centres.

Such co-ordination of O&M across core network and (multiple vendor’s) RAN equipment is undesirable: more capability for automation is desirable.

5
Stateless lower layer aspects on GTP-C interfaces?

On S5/S8 and S11 interfaces, the UE’s context in the PGW/SGW contains the IP address and TEID of the remote GTP-C endpoint (clauses 5.7.2/3/4 of TS 23.401; TS 23.008 refers to TS 29.274, e.g. clause 8.22).

With the scenario in section 3, above, of removing the Central data centre from service, there is then an issue of how to change the IP address for any PDN connections using S/PGWs in the other data centres that use an MME-processor in the Central data centre. 
Note: 
There may also be issues for PGWs that are being relocated from the Central data centre to another data centre – but such a move might also impact the UE’s allocated IP address.
At a quick review, TS 23.007 “Restoration procedures” does not appear to have optimised procedures for the relocation of an MME/SGW/PGW processor: TS 23.007 is focussed on rare node failures rather than daily load balancing events.
6
Improvement needed for virtualisation?
On the (NGCN equivalent of) GTP-C and S1-C interfaces, an appropriately structured “node name” should be added to the current “IP address plus TEID” information. Then the remote entity can find the new processor’s IP address following a relocation of that processor.
Note: the current MME name in S1-AP was not designed for this purpose.
7
Proposal (shown as changes to TR 23.799)

It is proposed that the following changes are made to TR 23.799 v 1.02
*** Start of changes ***

5.19
Key Issue 19: Architecture impacts when using virtual environments

5.19.1
Description

The NextGen system is expected to support deployments in virtualized environments. This key issue will determine the need for and architecture impacts due to load rebalancing and load migration in the context of:

-
scaling of a network function instance, and

-
dynamic addition or removal of a network function instance.

Editor's note:
An appropriate definition of the various types of scaling will be discussed during the course of the work on this key issue.

NOTE:
Load rebalancing and load migration across network function instances assumes multiple active instances of a network function. Potential issues resulting from load rebalancing and load migration to be addressed may include:

-
UE signalling overhead.

5.19.Y
Issues to be addressed

5.19.Y.Z
Avoid UE interaction from NF Load Balancing, Scaling and Migration
When a Network Function is created, deleted, or moved, either within a data centre or between data centres, the IP address used by a remote eNB/SGW/PGW/MME/HSS to route signaling/data to that NF might (or might not) change.

If the IP address does change, then it is very important that there is no need for UE interaction. The need to avoid UE interaction is to avoid radio interface signaling load, UE battery consumption and to handle cases where the UE is out of coverage or in Power Save Mode’s/eDRX’s deep sleep state.

*** Start of 2nd changes ***

6.19
Solutions for key issue 19 “Architecture impacts when using virtual environments”

6.19.1
Avoiding UE interaction from NF Load Balancing, Scaling and Migration
On the (NGCN equivalent of) GTP-C and S1-C interfaces, an appropriately structured “node name” should be added to the current “IP address plus TEID” information, Then the remote entity can find the new processor’s IP address following a relocation of that processor

Note: the current MME name in S1-AP was not designed for this purpose.

*** End of changes ***
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